An annotation scheme for references to research artefacts in scientific publications.
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Abstract—The extraction of mentions of research artefacts from scientific papers is a necessary precursor for multiple applications ranging from simple search for literature based on particular research artefacts to semantic analyses of the investigations described in the literature. Techniques of natural language processing like named entity and relation extraction allow to establish detailed knowledge about such artefacts. The application of supervised classifiers relies on annotated datasets in order to provide a basis for training and evaluation. In this work, we present an annotation scheme for research artefacts in scientific literature which not only distinguishes between different types of artefacts like datasets, software and materials but also allows for the annotation of more detailed information such as amount or concentration of materials. Furthermore, we present first preliminary results in terms of inter-rater reliability.

Index Terms—annotation, named entity, open science

I. INTRODUCTION

A large number of research artefacts is typically employed and created during scientific investigations. This includes digital artefacts like software and datasets but also physical artefacts like materials or devices. Furthermore, methodological artefacts can be distinguished that include standardized approaches or procedures or methods for data analysis. Knowledge about such artefacts is of interest for several reasons:

- to provide credit to the creators of such artefacts [15],
- to provide a measurement of impact of such artefacts [24],
- to allow replication of investigations,
- to provide a quality control mechanism with respect to artefacts, e.g. systematically analyse studies for use of flawed research artefacts such as erroneous software [15],
- to provide a mapping of overall available artefacts [23],
- to facilitate selecting suited artefacts for new study designs [23],
- to facilitate the comparison of study results [2].

These artefacts, including specific information about their usage (e.g. parameters for software or devices), are typically mentioned in the scientific publications about the investigation. They are, however, often not formally specified, but “hidden” in the textual description. The manual extraction of such references and mentions is intractable, as it would require to manually scan a huge amount of publications. A more practical way of extracting mentions of research artefacts from publication is to employ automatic methods. Unfortunately, the mentions of such artefacts are very heterogeneous and there is no universally agreed standard. Two different approaches to automatic extraction of such references exist:

- Unsupervised methods (e.g. iterative bootstrapping), which start with a defined set of “seed” words, extract patterns about their occurrences and iteratively analyse the text corpus in order to extend the set of words and their usage pattern. Such approaches typically achieve high precision of the recognition [2, 28].
- Supervised approaches (e.g. conditional random fields) that employ an annotated dataset to train a machine learning classifier to extract occurrences of scientific artefacts from the publication. While both precision and recall of supervised approaches are typically high, the application strongly depends on the annotated dataset [11, 26].

While only supervised approaches require an annotated dataset to be trained on, both approaches rely on the existence of such a dataset when it comes to the evaluation of the recognition performance of the classifier.

In this work, we introduce an annotation scheme, which allows to create labels with respect to the references to research artefacts in scientific publications. The remainder of this paper is structured as follows. We first provide an overview of different research artefacts that are of interest in typical scientific investigations and discuss their role in the automatic information extraction in Section II. Afterwards, in Section III, we introduce our annotation scheme. Finally, we present first preliminary results and conclude.

II. MENTIONS OF RESEARCH ARTEFACTS

Research artefacts are all components that are used by researchers in order to conduct their investigations. Scientific publications often contain a very detailed description of the research artefacts that were employed during the investigation in order to get the described results. In the following, we describe the most common types and discuss their relevance to reference extraction.

The most prominent examples of artefacts with respect to the extraction of references are data and software. Both types
play a central role in the modern data intensive sciences. Nowadays, many scientific investigations rely on Data. This includes but is not limited to sensory measurement results, simulation results or images. While data sharing allows the reproduction of scientific results, the publication of data in the sense of open science is not common in all scientific communities. Recently, the number of publishers that require the publication of all data increased [29]. The kind of data publication varies from making data available on request to publishing the dataset according to the FAIR data principles [37]. These principles include the deposition of the data in public accessible repositories, which allow the long term access by of persistent identifiers as for instance digital object identifiers. While citation standards have been proposed [7], they are rarely enforced by scientific journals [25]. With respect to extracting references to data from scientific texts, the main reasons are:

- to reproduce the results of the original investigation,
- to allow meta analysis of different studies,
- to reuse data for analyses, different from the original purpose, and
- to find datasets for one’s own research [23].

Similar as for the citation of data, guidelines for the citation of Software exist [34] (e.g. by use of the digital object identifier), but are typically cited in heterogeneous unstructured ways [27]. This ranges from the plain mention of software names in the full text to the use of hyperlinks to complete specifications of the software including the version and the manufacturer. The literature describes the major reasons for the extraction of software mentions as

- providing a reward system for software as a form of research output [27] and
- establishing a mechanism of quality control and reproducibility [15].

Tracking the use of scientific software for the purpose of providing reward to the developers is for instance done by projects like Depsy [4]. On the other hand, Eklund et al. [12] illustrate potential problems with the use of flawed software packages by use of an example for the FRMI domain [20] and thus provide additional evidence for the need of automatic extraction of mentions of such.

Beside software and data, other key artefacts of today’s research are Models. Models are typically built upon theories [13] and are thus based on observations and assumptions about the real world. This includes data-based models as well as mathematical models in terms of equations, geometrical models, but also models for the purpose of simulation. While there are no domain independent standards for the citation of models, individual domains established standard locations for the deposition of publicly available models. One example is the BioModels database [19], which contains simulation models from the life sciences. Beside the manual reproduction of scientific investigations, the purposes of automatic extraction of references to models are:

- to provide provenance information [35] and
- to automatically discover new knowledge from automatic model variation [21].

Scientific investigations are often built upon implicit and explicit Standards. The application of standard procedures not only builds a strong basis for scientific investigations but also allows the comparison and summarization of their respective results. Standards range from lab specific standard operating procedures that regulate how to use particular devices to domain specific or international recognized methods to ensure the quality of processes. Here, we consider standards to include all kinds of structural and methodological guidelines. This includes standardized methods for data exchange and presentation such as file formats, but also normed workflows, common assessments and questionnaires, and statistical tests. The extraction of standards is of interest for the following reasons:

- to assess the quality and compare different investigations
- to summarise the setup of clinical studies [9]
- to investigate the incorrect use of statistical tests [16]

One major source of data in scientific investigations are Devices, which thus play a central role in the quality of the data itself. Devices are typically used to measure physical effects in order to analyse the generating process. Typical examples of devices are sensors, such as accelerometers or thermometers, but also microscopes and MRT scanners. Another category of devices are actuators that do not sense but influence their environment. Actuators are often used together with sensors as the effect of the influence is measured. Examples for such actuators include devices to generate physical forces to specimen. Similar as for standards, the purposes of extracting information about devices include:

- to assess the data quality,
- to establish comparability of different investigations, and
- to provide formalized information about scientific investigations [8]

Apart from device use in scientific publications [1], the extraction of information about devices is also investigated in the context of electronic health records [31].

Materials refer to physical materials or substances that were particularly produced or collected, either by the researchers themselves or by external manufacturers. In the biomedical domain, materials include drugs, antibodies, cell lines and other biochemical substances. Other examples include the blend of ingredients in the material sciences or ground samples from the agricultural sciences. Materials are often not subject to standardized citation guidelines. They are typically mentioned by the their name, their general type and their manufacturer. However, recently publication and metadata standards were proposed to improve this [10]. The literature reports interest in information about materials from scientific publication for the following reasons:

- to improve the development of new drugs [36],
- to provide formalized knowledge about drug usages [6, 18] and
- to build systematic maps of drug-disease relationships [30].
In the following section we provide an overview of our annotation scheme.

III. ANNOTATION OF RESEARCH ARTEFACT

A. Types of mentions

With respect to the mention of research artefacts in scientific publications, we distinguish four types: Allusion, Usage, Creation and Deposition. The semantic meaning of the mention type depends on the context only.

The mention type Allusion alone allows to determine which artefacts are generally present in the text. It could be used for overall mappings of research artefacts. The more restricted type Usage allows to answer which artefacts actually contributed to an investigation. This corresponds to a re-use of a given artefact and could be used to establish a credit system or impact measure. The type Creation makes the distinction between newly created and existing artefacts. This creates the possibility of mapping new creations and tracing original publications of artefacts. The last type Deposition is quite similar to Creation with the added constraint of the artefacts public availability.

Allusions refer to research artefacts that are described in the text but not necessarily used in the investigations. In general, it is not possible to conclude whether the artefact was used or not. Allusions are typically used in reference to other studies to describe the current state of the art.

The following example illustrates how the material anti-TNF-α is mentioned with respect to a general effect. As can be seen it is not possible to determine whether the material was actually used in the published investigation.

Example 1: There is some evidence that depressive symptoms may be reduced in CD patients after infusion of anti-TNF-α. […] (from Guloksuz et al. [14])

In contrast to Allusions, artefact Usage refers to the actual application in the investigation being described. This typically means that the research artefact makes a necessary contribution to the investigation.

In the following, an example for the usage of a material is given. Here, the administration of anti-TNF-α is described, which clearly signals a usage in the context of the study.

Example 2: Administration of anti-TNF-α significantly increased scores on all dimensions of quality of life and reduced depression scores measured by the HDRS, BDI and SCL-90 (Table 3). (from Guloksuz et al. [14])

The distinction between usage and allusion can be captured by the question whether the authors of the study were able to conduct the study without research artefact.

The publication of research artefacts that were created in the context of the study is accompanied with statements about the actual location of the artefact. Such Deposition statements allow access to these artefacts. Such statements often refer to research artefacts that are particularly developed with the purpose of the study.

In the following example, a software tool was developed but also made available by providing an URL.

Example 3: Here we develop a simulator, TABASCO http://openwetware.org/wiki/TABASCO, which enables […] (from Kosuri et al. [17])

Creation refers to research artefacts that were created for the purpose of the investigation presented in the publication. In contrast to deposition statements, creation statements do not directly allow access to the respective artefact.

The software, which is mentioned in the following example, was developed for the purpose of the study but it can not directly be concluded from the sentence whether it is published.

Example 4: We designed and developed Tabasco to revisit approximations encoded within previously available gene expression simulation algorithms […] (from Kosuri et al. [17])

B. Annotation of artefacts

To capture additional information about research artefacts, the annotation scheme includes additional categories. All additional information are optional, as typically not all information is available from the textual description. A description including examples is provided in the following.

With respect to data, it is of interest, whether only parts of dataset or even entire collections of datasets were used in the study. This aspect is covered by the annotation tag Granularity which allows the specification of Database for collections of datasets, dataset for individual datasets and subset for parts of the respective dataset. The Source URL allows to annotate the location of a dataset, which might be an URL or a deposition identifier. The Type of the location is further specified by Repositories, Database, Institutional Archives, or Personal Servers and Reference provides information about how the data is referred to, as for instance a description in data articles. Creator is used to annotate the author of the data and Version for the version of the dataset.

Example 5: The Opportunity dataset [59] contains sensor-based data […] To evaluate […] we used the body-worn sensors only and ignored other sensors in our experiments.” (from Liu et al. [22])

The term “Opportunity” in the first sentence is an allusion of a dataset, which provides details about the dataset itself. A reference to the original publication is provided. The further specification of “body-worn sensors” is a usage statement with refers to a subset of the Opportunity dataset. This association has to be labelled by use of a relation.

Like for data, additional information which further specify the reference to the software are included in the annotation scheme. In fact, software uses the same types of additional information as data, except the field Type. Also for the label Granularity different options make up the set of possible values: Basic Software, Package/Extension and Specific Function.

The example below, illustrates the usage of the software “R” with is further specified by use of the version “3.3.1.”.

Example 6: All analyses were performed with R version 3.3.1. (from Salatzki et al. [33])

It has to be noted that sole mention of programming languages, like Java or Python are excluded from the annotation of software. However, frameworks or packages that are
associated with the programming language (as in the above example) are included.

Similar to software and data, references to Models are often further specified in publications. Apart from the additional information known from software, the details of a model include the Specific Type which provides information about the actual implementation of the model. Possible values include modelling frameworks or modelling formalisms.

**Example 7:** To investigate the effects of PV length and diameter on arrhythmia inducibility and arrhythmia dynamics, bi-atrial bilayer meshes were constructed from MRI data for twelve patients. (from Roney et al. [32]) The term “bi-atrial bilayer” is considered as model as allows to map the MRI-data with respect to computational investigations. The term “meshes” is considered as the specific type of the model.

As for the previous artefacts, the annotation for Standards also includes the detail labels: Reference, Creator, and Version. In the following example, statistical tests like ANOVA and t-tests are annotated as standards.

**Example 8:** To compare differences between groups of mice phenotypes, we performed two-way ANOVA (Bonferroni post test). [...], and data was analysed with GraphPad Prism Software. (from Salatzki et al. [33])

Annotation for Devices comprises the fields Reference, Creator (Manufacturer), and Type. Here Type refers to the general type of device, e.g. microscope or camera, while the base annotation covers the specific name, if provided.

**Example 9:** Samples were analysed by direct infusion on a QExactive mass spectrometer (Thermo Scientific) equipped with a TriVersa NanoMate ion source (Advion Biosciences). (from Salatzki et al. [33])

The terms “QExactive” and “TriVersa NanoMate” are considered as devices, with the respective types “mass spectrometer” and “ion source”. The manufacturers are given for both.

The detail annotation tags of Materials follow the same principle as devices with the extension of the Concentration label. This covers all forms of material concentrations, e.g. dilution factors.

**Example 10:** Briefly, cells were starved for 24h and afterwards stimulated for 6 h with a mix of C16:0, C18:1 and C18:2, dissolved in 10% FFAs-free BSA. (from Salatzki et al. [33])

From the example, the terms “C16:0”, “C18:1”, “C18:2” and “FFAs-free BSA” are considered materials. For the last the concentration “10%” is provided.

### IV. PRELIMINARY RESULTS

In order to assess the potential quality of the proposed annotation scheme, two annotators were asked to provide annotations of research artefacts for scientific articles. The annotators were selected from a pool of annotators according to their achieved annotation quality with respect to software on a sample article from the corpus of [11]. The agreement was determined by comparison with the original annotation provided in the corpus.

<table>
<thead>
<tr>
<th>Iteration</th>
<th>Artefact (n)</th>
<th>Mention Type (n)</th>
</tr>
</thead>
<tbody>
<tr>
<td>init</td>
<td>-0.01 (179)</td>
<td>0.00 (16)</td>
</tr>
<tr>
<td>1</td>
<td>0.19 (436)</td>
<td>0.19 (98)</td>
</tr>
<tr>
<td>2</td>
<td>0.62 (419)</td>
<td>0.15 (280)</td>
</tr>
<tr>
<td>3</td>
<td>0.76 (426)</td>
<td>0.21 (336)</td>
</tr>
<tr>
<td>4</td>
<td>0.96 (415)</td>
<td>0.80 (373)</td>
</tr>
</tbody>
</table>

The annotation corpus was randomly sampled from all papers available from PLoS ONE from January 2013 to June 2018, equally distributed over the years. Sampling and downloading of the full-texts was done using the rplos package [3]. The annotation was done with the anafora annotation tool [5], as illustrated in Figure 1.

The preliminary results presented here show the process of training the annotators on the first randomly selected paper of the corpus. The annotators were trained in iterations, where after each annotation round problems and annotation discrepancies were discussed in meetings and the annotators revised their annotations afterwards.

We calculated the inter-rater agreement using Cohen’s Kappa. The agreement was evaluated on the type of research artefact as well as the mentioning type. The results are given in Table I. Starting with an initial explanation of the annotation task (init), the agreement was determined iteratively. The agreement for the type of mention type was only calculated on overlapping base annotation.

While these results have only preliminary character and cannot be generalised, they suggest that almost perfect agreement for the type of artefact and substantial agreement on the type mention can be reached. The results show a steady increase in agreement on artefact annotation. The stagnation for the agreement in mention type is most likely due to the focus on artefact annotation in the first discussions.

### V. CONCLUSION

In this work, we presented a novel annotation scheme to provide a labelled dataset for the purpose of named entity recognition of research artefacts from scientific publication. We distinguished six classes of artefacts and showed that a general interest in the extraction of these types exist in the literature. Additionally, we discussed potential purposes of extracting knowledge about these research artefacts and provided evidence for this interest from the literature. We discussed how additional information about the research artefacts can be provided by use of additional sub labels for the respective artefact classes.

Finally, we presented first results that suggest that the annotation scheme allows to achieve a level of inter-rater reliability, which is of high importance when it comes to automated methods for artefact identification. In the future, it is planned to employ the annotation scheme on the entire
set of articles in order to provide a dataset to train, evaluate and compare methods of named entity extraction with respect to research artefacts.
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