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Abstract—In this paper, we propose a method to improve image
retrieve for visual localization by structuring the database. We are
studying cloud-based positioning infrastructure system that we
call Universal Map. It can reduce various cost as compared with
the conventional technique. However, it takes time to estimate
the position because the retrieval process is performed from a
large amount of images in the database. To solve this problem,
we reduce the retrieval time by structuring the database. We
designed feature vector representing each image in the database
and classified them using clustering method called K-means. We
also made virtual sensing image and measured the Euclidean
distance to each cluster in order to evaluate the classification
results. As a result, the correct cluster was selected up to the
third closest cluster. Therefore, we could reduce the retrieval
time to 20% so far.

Index Terms—Line segments, K-means clustering, Visual lo-
calization

I. INTRODUCTION

Recently, with the development of technology, robots are
gradually working around us. Thereby, the necessity of visual
localization system, especially indoors, is increasing.

There are currently two main methods for visual localization
of an autonomous mobile robot. One is Simultaneous Localiza-
tion and Mapping (SLAM) [1] and the other is setting marks
in the surrounding environment [2]. However, both of them
have a problem that the cost for equipment and installation is
high. Also, it takes a little long time to estimate because there
are many calculations.

Then, as a new method, Universal Map (UMap): Cloud-
based positioning infrastructure system was proposed by Taka-
hashi [3]. This provides position information by collating
images sent from an client such as cellphones with pre-
prepared 3D CAD map data on a server. Calculation cost
and installation cost on the client side can be greatly reduced
because a large device is unnecessary. However, it searches
from a large number of images in the database at the same
time in matching on the server side, so there is a problem that
processing takes time.

Therefore, in this paper, we propose a method to improve
efficiency of UMap system by classifying database images and
searching for each group.

Fig. 1. A conceptual diagram of UMap taken from [3].

Fig. 2. 3D CAD map and database.

II. UNIVERSAL MAP

A conceptual diagram of UMap is shown in Fig. 1. UMap
system consists of three parts: a client, a central server,
and an agent. The 3D CAD map is prepared in advance in
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Fig. 3. An example of i-th database image detected by LSD.

the server and 2D line segment database images are created
from it by openGL(Fig. 2 [3]). The matching procedure of
UMap is shown as follows. First, the client sends the sensing
image data to the central server. Second, the server converts
recieved image data to line segments image. Third, the logical
conjunction between line segments image and all database
images are calculated. Finally, a database image with the
highest similarity is selected by pixel count. Database images
have position information, so the server provides the position
information to the client. The agent manages the database of
the server and updates if there is a change in the environment.

However, UMap has problems such as large processing
time because the amount of database image is very large. For
example, When generating database images in 8 directions
in 0.2[m] increments within the range of 20[m]×2[m]×1[m],
the number of images is 40, 000. In addition, if the size of
the database image is 320× 180, it is 320× 180 = 57.6[KB]
per image(BMP) and it is 40, 000 × 57.6[KB] = 2.3[GB] in
total. In this research, we focus on processing time and make
it more efficient. We also consider reducing the amount of
images handled during visual localization.

III. FEATURE VECTORS REPRESENTING IMAGE

A. Line Segments

In the image retrieval process, line segments images are
used. The images in the database are generated from 3D
CAD by openGL functions and are originally line segments
images. The sensing image from the client is converted to
line segments image by Line Segment Detector (LSD) [8].
An example is shown in Fig. 3.

B. Feature vectors

First of all, we considered using the histogram of line length
and number of lines. However, the number of vectors is large
and only the number of each line is evaluated, so we thought it
was not suitable for representing images. Then, we considered
to evaluate the length of the line itself. On the other hand, we
thought that the angle of lines include information of landscape
and the number of vectors can be reduced by using angles.

Fig. 4. The graph of the angle and the sum of relative lengths of i-th database
image.

Additionally, there is a study that use angular information of
scanned lines as features of images [9], so we came up with
a feature vector combining angle and length information.

We use the angle of each line and the sum of the length
obtained by LSD. Also, we define the relative length so that
the same value can be extracted for the same image of different
sizes. The relative length Lj is the length of j-th line in the
i-th database image divided by the width of the image and is
given as follows,

Lj =
Length of j-th line

Width of the image
. (1)

The angle of the line is expressed in the range of 0 [deg] to 90
[deg] and relative lengths having the same angle are added up.
The angle of j-th line is θj and the sum of relative lengths at
θ(= {0, 10, ..., 80[deg]}) is L(θ). These are expressed in 10
[deg] increments, so L(θ) is expressed as follows,

L(θ) =
J∑

j=1

Lj × α, (2)

α =

{
1(θ ≦ θj < θ + 10)
0(others).

Using L(θ), we define the feature vector vi for representing
i-th image as follows,

vi = {L(0), L(10), ..., L(80)}. (3)

The graph of the angle and the sum of relative lengths of i-th
image is shown in Fig. 4.

IV. CLUSTERING METHOD

K-means [7] is often used as a method of classifying images.
K-means is one of the clustering methods and it is possible to
classify a set of data into K pieces of clusters given without
knowledge prepared. It can also be implemented relatively
easily, so we used it to classify images.
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Fig. 5. An example of K-means.

The processing procedure is follows. X(= {x1, x2, ..., xN})
is the set of N pieces of data and µk(k = 1, ...,K) is the
centroid of the cluster. First, the position of each centroid is
randomly determined by the number of K. Next, each data
is assigned the label of the closest centroid cluster. Then,
calculate the centroid for each label and the evaluation function
is given as follows,

E =
N∑

n=1

K∑
k=1

rnk(xn − µk)
2, (4)

rnk =

{
1(xn ∈ k)
0(xn ̸∈ k).

Calculate this procedure iteratively, and if E becomes the
minimum, classification will end. The convergence position of
the centroid depends on the initial value. An example of K-
means is shown in Fig. 5.

V. EXPERIMENT

We conducted two experiments. First, we investigated the
optimum number of divisions K. Next, we divided the
database images into K clusters and examined how much cost
can be reduced. An outline of these experiment is drawn in
Fig. 6. The procedure is shown as follows.

1) Make database images and classify it into K clusters.
2) Create virtual sensing image.
3) Compare the feature vectors of the virtual sensing image

and the centroid of the cluster, and measure the Eu-
clidean distance.

In this experiment, we use the 3D CAD map of O-building
in Aoyamagakuin University. The total area of the all floor of
the building is 11, 280[m2]. The top view of the 5th floor of
the O-building and the range of the generation position of the
database images are shown in Fig. 7.

Fig. 6. Outline of the experiment.

A. Overview of clustering database

We created 29,600 database images with a grid width of 0.2
[m] and 16 directions. It’s direction is shown in Fig. 10.

Line segments of each image are detected by LSD, and
they are represented by a feature vectors from a graph of
the angle and the sum of relative lengths. Using this vectors,
database images were classified into K clusters by K-means.
The maximum value of each component of the feature vectors
is around 10, so we design the algorithm to stop the iteration
when the average of the moving distance of the centroid of
each cluster becomes 0.01 or less. At this time, the cluster
which each database images belongs to and the centroid of
the cluster are recorded. An example of images classified into
each cluster is shown in Fig. 8.

MUSICAL'19 - International Workshop on Mobile Ubiquitous Systems, Infrastructures, Communications and 
AppLications

603



Fig. 7. The 5th floor of the O-building in Aoyamagakuin University and the
range of the database images position.

B. Virtual sensing image

We prepared an image that do not exist in the database and
added black dot noise to it with a paint tool. This is a virtual
sensing image shown in Fig. 9. we prepared 40 number of
virtual sensing image. The geometrical relation between the
virtual sensing image and database images are described in
Fig. 10.

C. The optimum division number K

As described in IV, in the K-means method, the division
number K has to be determined in advance. Therefore, we
devised a separation metrics based criteria and our original
cost function based criteria, and we used them to find the
optimum number of divisions K.

We divided 10, 000 database images by changing the num-
ber of K(= 2 ∼ 10, 15, 20). We measured the Euclidean
distances between the feature vectors of the virtual sensing
data and each cluster’s centroid in the case of dividing by
each K, and we recorded which order cluster is the correct
cluster.

1) Separation metrics based criteria: The separation met-
rics [10] is a threshold at which separation of classes obtained
by dividing data is maximized. The separation metrics is the
variance between classes divided by the variance within the
class. The variance within the class represents the average
spread within one class and the variance between classes

Fig. 8. An example of classified images into each cluster.

Fig. 9. Virtual sensing image.

represents spread of classes. The total number of class i data is
ni and the average value is µi, the variance is σi. The variance
within the class σ2

W and the variance between classes σ2
B and

the separation metrics J are given as follows,

σ2
W =

I∑
i=1

ni

n1 + ...+ nI
σ2
i (5)

σ2
B =

I∑
i=1

ni(µi − µall)
2

n1 + ...+ nI
(6)

µall =

I∑
i=1

niµi

ni + ...+ nI

J =
σ2
B

σ2
W

. (7)

The result of examining the separation metrics by changing
the number of divisions K is shown by orange line in Fig. 11.
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Fig. 10. Position and direction of database image and virtual sensing image.

Fig. 11. The separation metrics and the cost function graph.

According to this, it is clear that the separation metrics
increases as the number of divisions increases. Therefore, a
threshold value of the number of divisions K could not be
obtained with the method using the separation metrics, so we
created a new function.

2) Cost function based criteria: We created a function that
considers the amount of data and the cost of searching the
correct cluster when changing the number of divisions. The
number of divisions is K and the probability that the m-th
closest cluster is correct is am, and the cost function F is
defined as follows,

F = {(a1 × 1) + ...+ (am ×m)} × m

K
. (8)

TABLE I
RESULT OF THE EXPERIMENT

Virtual sensing Correct Close cluster
image number cluster 1st 2nd 3rd

1 9 9
2 10 9 10
3 3 3
4 10 10
5 6 11 6
6 3 3
7 7 7
8 5 5
9 9 9
10 11 11
11 3 3
12 5 0 5
13 10 10
14 10 10
15 11 6 11
16 7 7
17 7 7
18 9 9
19 0 0
20 4 4
21 3 3
22 8 5 11 8
23 3 3
24 9 9
25 3 3
26 8 8
27 6 6
28 9 9
29 3 3
30 8 11 3 8
31 4 4
32 7 9 7
33 3 3
34 9 5 9
35 8 11 6 8
36 11 6 11
37 7 9 7
38 9 9
39 7 9 7
40 10 10

Rate of correct cluster up to 1st 70%
Rate of correct cluster up to 2nd 92.5%
Rate of correct cluster up to 3rd 100%

K with the smallest cost function value is the optimum
division number. A graph of the value of the cost function
for each division number is shown by blue line in Fig. 11.
Therefore, it was found that the optimal division number for
10, 000 database images is 4.

D. Evaluation of cost reduction

We investigated how much data volume and cost can be
reduced using 29, 600 database images. As described above,
it is optimal to divide 10, 000 database images into K = 4.
The number of database images we used is about three times,
so we divided 29, 600 images into K = 4 × 3 = 12. Like
the previous experiment, we measured the Euclidean distance
between the virtual sensing image and each centroid using
feature vectors. The result of the experiment are shown in
Table I. The probability that the closest cluster is the correct
cluster is 70% and the probability that the correct cluster
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was selected up to the second closest cluster was 92.5%, the
probability that the correct cluster was selected up to the third
closest cluster was 100% Therefore, the number of database
images to be retrieved can be reduced to 3 ÷ 12 = 1/4
by classifying them using the feature vectors. In this case,
database images are about 57.6[KB] per image, so the total
is 29, 600 × 57.6[KB]= 1.7[GB], but we can reduce the
amount of database images handled during image retrieval to
1.7[GB]÷4 = 0.426[MB]= 426[MB]. Also, we could reduce
the time taken to read the database images in the program
from 38, 051[ms] to 8, 832[ms].

VI. RELATED WORKS

In recent years, various visual localization techniques have
been proposed. Especially, the SLAM [1] approaches are
representative methods of visual localization. The SLAM
performs visual localization and map generation at the same
time by using onboard sensors on a mobile robot. However,
there is a problem that the device and the computation cost
are large. In this regard, our proposing UMap does not need to
prepare large sensor device on the robot. Additionally, since
the calculation for localization is done on the server side, the
computation cost on the client side is small.

There is a method of performing visual localization by
comparing photograph taken by the client with photographs
of database [5]. However, this method needs so many pho-
tographs as a database. On the other hand, our proposing
UMap is different in that it does not need to collect pictures
because UMap generates database images from 3D CAD.
Also, the size of the database is relatively small because UMap
uses 2D line segment images.

There is a research to create a database for visual localiza-
tion using Structure from Motion(SfM) [4]. SfM is a technique
of restoring 3D shape of the subject and the relative position of
the camera from a large number of photographs with different
viewpoints. This is different from UMap in how to create
database images, and UMap does not need to prepare photos.

There is a method of setting a mark in the environment
where a robot with a sensor moves [2], but the installation
cost of the mark is large. UMap is visual localization system
that does not set anything on the environment side and does
not need any special device.

There are also various clustering methods for classifying
data with similar features and several studies have applied it to
image classification. There is research to classify using image
color and texture features [6] and images are classified by K-
means method using histograms of color and texture features.
In this paper, we propose a method of classifying database
images by K-means using feature vectors obtained from line
segments of images, not histograms.

VII. CONCLUSION

In this paper, we improved image retrieval based visual
localization using structured database. Line segments in the

image were detected by LSD and the angle of the line and
the sum of relative lengths was used as a feature vectors
representing the image. We used this feature vectors to classify
database images with K-means and conducted experiments to
find out the optimum division number K and examined how
much cost can be reduced. As a result, we found the optimum
number of K by using the cost function and the correct answer
was selected up to the third closest cluster. Therefore, we could
reduce the retrieval cost to 20% so far.

In the future, we conduct experiments in different buildings
and verify validity of feature vectors. Also, we will classify
database finer and make it hierarchical so that we can reduce
the retrieval time more. In addition, we are considering a
method of storing classified database images in a lot of servers.
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